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Abstract

This paper presents a Monte Carlo Tree Search
(MCTS) algorithm that generates stories with rising and
falling excitement. Our approach is based on the well-
established Freytag Pyramid model of story structure,
and attempts to fit stories to a defined excitement curve.
The initial implementation was supported by a user
study, which asked humans to create stories in the do-
main our algorithm worked in. The results of that study
led to a refinement of our algorithm and a data-based
excitement curve. We generated stories in two domains,
and observed positive effects in at least one.

1 Introduction
Story generation is a challenging problem, with a number
of potential applications. Computer generated narratives can
be used to create more engaging interactive experiences [1],
[2], train medical professionals [3], or help people work
through challenging life events [4], [5]. Unfortunately, gen-
erating stories that are sophisticated enough to be useful has
proved to be an exceedingly difficult problem. Many aspects
of “good” stories are not well-defined, and so creating an al-
gorithm that produces satisfying narratives can be extremely
challenging. Nevertheless, many attempts to solve the prob-
lem have been made.

One way to describe the quality of a generated story is to
create heuristics based on established literary theory. Those
well-defined heuristics can then be used in the generation
domain as an evaluation method. This paper draws inspira-
tion from the Freytag Pyramid [6] model of dramatic struc-
ture to create a graph that defines a desired excitement value
for each action in a generated story. This “excitement curve”
is embedded into an existing planning algorithm, with the
goal of creating stories that have a sense of rising and falling
action.

2 Related Work: Excitement, Tension Curves,
and Rising Action

Research on computer generated narrative is wide-ranging
and diverse. Attempts have been made to generate stories
by focusing on “dilemmas”, [7] learning data from existing
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texts [8], modelling the human creative process [9], draw-
ing “analogies” to existing stories [10], generating stories
around certain themes [11], and more. As the primary focus
of this paper is on dramatic arcs and story generation, the
works especially highlighted here will focus on those topics
specifically.

The idea that stories should have some sort of dramatic
arc is one of the oldest in history. Aristotle describes it in
his Poetics[6], and the idea has persisted in many forms ever
since, adapting in various ways to suit the dominant narra-
tive forms of the time. In the 1800s, Gustav Freytag formu-
lated a model for describing the arc of 5-act plays[6] whose
basic structure has persisted into modern times. His discus-
sion of exposition, rising action, climax, falling action, and
denouement provide a simple, but useful, way to understand
the structure of narratives.

Given the importance of dramatic arcs to human story-
telling, it is unsurprising that scholars involved in the cre-
ation of computer generated narrative would attempt to use
these concepts to guide their work. Leon and Gervás define
several different ways to evaluate stories based on curves
of any type, and specifically mention the utility of such an
approach with regards to mathematically defining dramatic
arcs [12]. Szilas and Richie attempt to create a framework
that creates a tension arc based on paradoxes [4]. Finally,
Dominguez et al. and Barros et al. extend their respective
story planning algorithms to generate stories that conform
to dramatic arcs, with positive results [1], [13].

Explicitly defining a tension arc is challenging, and each
paper takes a different approach. However, there seems to
be evidence that incorporating the idea of a tension curve
or dramatic arc into narrative generation can have a positive
impact.

3 A Monte Carlo Tree Search based Narrative
Generator

This paper extends a narrative generation algorithm pro-
posed by Kartal et al. [14]. Their approach focuses on cre-
ating believable stories that achieve user-defined goals, but
does not consider a generated story’s overall structure. This
section summarizes their work to provide context for my
thesis.



Defining a Story Domain
To create narratives with MCTS, a domain space must be
clearly defined. Kartal et al. define stories as consisting of 4
main components: Actors, Actions, Locations, and Items.

• Actors are the characters of the story, such as John, Po-
lice, or Holmes. They have a handful of variables associ-
ated with them that keep track of their state (current loca-
tion, alive/dead, angry, etc.).

• Actions are the events of the story, such as a character
moving from one place to another, a natural disaster strik-
ing, or one character killing another. They can have re-
strictions on their ability to be performed depending on
the story state (e.g., a character cannot move to the loca-
tion they are currently at.)

• Items enable the performance of some actions. For exam-
ple, a kill action requires the killing actor to have a murder
weapon, and a steal action requires the victim to be hold-
ing an item that can be stolen.

• Locations are simply places that actors or items can be.

By defining specific instances of these four factors, one
can construct a specific story domain (e.g., Detective or
Fairy Tale) and an initial story state. A story is then rep-
resented by a series of states, connected by the Actions that
transition between them.

Evaluation Heuristics: Goals and Believability
It would be desirable to have a metric to separate good sto-
ries from poor ones, especially because the MCTS algorithm
requires some way of evaluating stories to function. Kartal
et al. do this by combining two scores: percentage of goals
achieved, and believability.
• Goals Achieved: Each story created has a number of de-

fined objectives that should occur at some point in the
story. A story receives a score between 0 and 1 depending
on how many of these goals it achieves. (e.g. a story that
satisfies 1/4 of its goals would score .25 on this metric.)

• Believability: This metric attempts to model the reason-
ableness of a given action in context. Base believability
values are creator defined, but can change slightly de-
pending on the story state. (e.g. an actor performing a kill
action is more believable if that actor is angry.) The be-
lievability of a story as a whole is the product of all of its
actions’ individual believability values.

Believability and Goals Achieved are multiplied together to
get the story’s total score.

Introducing Monte Carlo Tree Search
With well-defined story domains and evaluation methods, it
is possible to use MCTS to generate stories that maximize
the evaluation heuristics. The possibility space of the do-
main is modelled as a tree, with story states as nodes and
Actions as edges from those nodes. The initial story state
becomes the root of the tree, and generating a good story
can be formulated as a search problem in a large domain.

MCTS is an anytime algorithm which is well suited to this
sort of search problem. It uses random sampling to build a

tree that explores the search space selectively, biasing to-
ward outcomes it estimates will produce the best results. A
more in-depth discussion of the algorithm and potential ap-
plications can be found at [15], but the basic structure is as
follows:

1. Selection: The algorithm moves to the tree node that is
the most promising at the moment. However, since inter-
mediate story state scores are estimates rather than exact
results, it is necessary to select new paths in addition to
paths that are currently highly rated. This is referred to
as the ”exploration vs. exploitation” dilemma. One well-
established approach to balance these two goals is the use
of Upper Confidence Bounds[16], which is what Kartal et
al. do.

2. Expansion: If possible, create a new node extending from
the last selected node, representing a new action and re-
sulting story state.

3. Rollout: Simulate random actions from the expanded
node until the story reaches a terminal state. Use the score
of that story to calculate the value of the current node.
This step is the key to MCTS, as evaluating this random
final result gives us a rough estimate of how useful taking
that step would be while saving computation.

4. Back-propagate: Back-propagate that score to all the
parent nodes, and return to step 1 until the algorithm ends.
When it does, return the path with the highest current
score.

Kartal et al. introduced two search balancing techniques to
the algorithm to accelerate computation and improve the re-
sulting stories. We refer the reader to the original paper for
complete details [14].

Sample Story
Although relatively straightforward compared to some other
story generation approaches, the approach described in Kar-
tal et al. is able to generate compelling results. A sample
story is given in Fig. 1, which had the goal of two people
dead, and the murderer arrested.

4 Adding Excitement
Other narrative generators have biased their stories towards
conforming to specific dramatic arcs [1], [4], [13]. The suc-
cess of those approaches inspired our attempt to bring sim-
ilar ideas to the MCTS generation algorithm proposed in
[14]. We refer to this metric as ”Excitement.”

Recall that the base algorithm computed a story’s score
with the equation:

E(A) = G(A)B(A)

where A is a given story, E(A) is the total score of that story,
and G(A) and B(A) are the Goals Achieved and Believability
heuristics. Adding a third Excitement criteria X(A) to that
equation gives us

Ê(A) = E(A)X(A)

Of course, the concept of “tension” or “excitement” is not
well-defined, and so some model must be chosen to provide



Alice picked up a vase from her house. Bob picked up a ri-
fle from his house. Bob went to Alices house. While there,
greed got the better of him and Bob stole Alices vase! This
made Alice furious. Alice pilfered Bobs vase! This made Bob
furious. Bob slayed Alice with a rifle! Bob fled to down-
town. Bob executed Inspector Lestrade with a rifle! Charlie
took a baseball bat from Bobs house. Sherlock went to Al-
ices house. Sherlock searched Alices house and found a clue
about the recent crime. Bob fled to Alices house. Sherlock
wrestled the rifle from Bob! This made Bob furious. Sher-
lock performed a citizens arrest of Bob with his rifle and
took Bob to jail.

Figure 1: A sample story generated the approach pro-
posed in [14]. This story, although strong, could be paced
slightly better. There is a lull after Bob kills Alice and the
Inspector that disrupts the rhythm of the action, and the
conclusion is somewhat abrupt. E(A) = 0.68

Figure 2: Abstract representation of the Excitement
Curve model. ei, ec, er and p can be anywhere between 0
and 1.

X(A). We start by defining a target excitement curve. Ex-
citement begins at an initial value (ei), and rises to a climax
excitement value (ec) some proportion of the way through
the story (p). Excitement then falls to a resolution excite-
ment value (er) at the end of the story. Fig. 2 summarizes
this in graphical form.

With this curve defined, the ith action ai in a story of
length l has a desired excitement value given by{

ei + i ec−eil∗p , if i < l ∗ p.
ec + (i− l ∗ p) ec−eri∗p−l , otherwise.

(1)

To make use of this curve, we assign each action an excite-
ment value between 0 and 1, with more exciting actions hav-
ing higher values. Our defined excitement values are given
in Table 1. We compute X(A) as the average difference be-
tween the desired excitement of an action (edi), and actual
excitement of an action (eai), subtracted from 1. To account
for the fact that it is very unlikely for an actions desired

Action Excitement Value
Move 0.2
Play 0.2

Wander 0.2
Pick up Item 0.4

Summon 0.4
Hide 0.5

Search for clue 0.5
Share Clue 0.5

Cry 0.6
Marry 0.7
Arrest 0.8
Fight 0.8
Love 0.8
Steal 0.8
Kill 1

Disaster 1

Table 1: Excitement values for the actions possible in our
domains. These values were chosen by the author.

excitement to perfectly match the actual excitement, differ-
ences under a small threshold are ignored (this paper uses
.1).

X(A) = 1−
∑l

i=0 |eai − edi|
l

(2)

5 User Study
Initially, ei, ec, er, and p were somewhat arbitrarily defined
as 0, 1, .5, and .6. A survey was conducted to attempt to
infer those values from human authored stories. Following
an approach similar to the one used in [17], participants in
the survey were asked to use our domain model to gener-
ate a typical story in which one person died, and one person
was arrested. The story space was limited to actions, loca-
tions, items, and actors present in our domain. Other than
those two restrictions, participants were unconstrained. It
was hoped that analyzing the excitement curves of human
created stories would allow us to infer useful values for ei,
ec, er, and p.

In total, 17 stories were collected. Because the stories
were of differing lengths, each story’s excitement curve was
compressed to a standard length, so that analysis on the ag-
gregate could be done more easily. Using these normalized
stories, we produced a graph (Fig. 3) that displayed the av-
erage excitement value at a given point in the story, along
with the standard deviation.

Fig. 3 did not provide useful information to infer excite-
ment curve parameters. Excitement remains basically flat
throughout, with a high standard deviation. However, it il-
luminated a potential flaw in the excitement curve model.
In this iteration of the model, movement actions in the
story were always considered to be of low excitement. But,
move actions were distributed somewhat uniformly through-
out user studies, as characters often needed to change loca-
tions to advance the plot. This resulted in flat, noisy excite-
ment curves, as actions with high excitement were negated



Figure 3: The initial graph for average user story excite-
ment values. The middle curve is the average story, and
the lines above and below it are +/- the standard devia-
tion. The average is relatively flat, and standard devia-
tion is high.

Variables ei ec er p
Conjectural 0.0 1.0 0.5 0.6
Empirical 0.55 0.4 0.9 0.7

Table 2: Excitement values for ei, ec, er, p; ”Conjectural”
values are those defined by the author, and ”Empirical”
are those learned from survey data.

by surrounding move actions. Additionally, stories that were
similar (save for when characters changed locations) ap-
peared very different. This seemed to imply that move ac-
tions should not contribute to the excitement curve, an in-
sight that we incorporated into our model.

This also allowed us to look at the data from a slightly
different perspective. We normalized the survey stories
again, this time ignoring move actions. The new average
participant-created story was then graphed, along with the
90th and 10th percentiles. This graph is shown in Fig. 4.

This is slightly more interesting. First, there seems to be
a spike about 2/3rds of the way through the story, indicating
many exciting events occurred around that point. This pro-
vides some support for the initial choice of .6 for p. Second,
although it does not fit our initial excitement curve model,
the average curve seems potentially useful for story genera-
tion, as it has two relatively steady motions.

6 Generated Stories
In the end, stories were generated using several different ap-
proaches, in two domains. Stories were generated that did
or did not count move actions for excitement, and used two
different sets of values for ei, ec, er, and p, shown in Table
2.

For comparison, stories using the original MCTS algo-
rithm (without excitement) were also generated. Actors,
Items and Locations were present in smaller numbers in
these generated stories than they were in the original paper
due to hardware constraints. Eight representative stories are
presented (Fig. 4-11), along with their Ê(A) score:

Figure 4: The graph obtained from recalculating the av-
erage user story while discounting move actions. The
middle curve is the average story, and the lines above
and below are the 90th and 10th percentile values at that
point. The average curve seems more structured here,
and there is an excitement spike at .6 of the way through
the story, which supports our initial choice of setting
p = 0.6

Princess picked up the treasure at the castle. King went
to the house. Prince picked up the sword at the castle.
Prince stole Princess’s treasure. Jack stole Prince’s trea-
sure. Prince killed Jack with the sword at the castle. Princess
witnessed the crime. Prince and Princess fell in love with
each other. Prince and Princess got married!

Figure 5: Generated story in the fairy tale domain using
the original algorithm. Ê(A) = 0.59

Princess went to the house. Prince picked up the sword
at the castle. King and Prince fell in love with each other.
Prince picked up the treasure at the castle. Jack stole
Prince’s treasure. Prince killed Jack with the sword at the
castle. King witnessed the crime. King and prince got mar-
ried!

Figure 6: Generated story in the fairy tale domain using
conjectural values, and counting move actions towards
the excitement curve. Ê(A) = 0.47

King picked up the treasure at the castle. Jack went to
the house. King picked up the sword at the castle. King
and prince fell in love with each other. Prince summoned
princess. King and Prince got married! Princess stole king’s
treasure. King killed princess with the sword at the castle.
Prince witnessed the crime.

Figure 7: Generated story in the fairy tale domain using
conjectural values. Move actions do not count towards
the excitement curve. Ê(A) = 0.42



Prince and Princess fell in love with each other. Jack picked
up the treasure at the castle. Prince stole Jack’s treasure.
Jack hid at castle. Prince and Princess got married! Jack
picked up the sword at the castle. Jack killed Prince with
the sword at the castle. King witnessed the crime. Princess
witnessed the crime.

Figure 8: Generated story in the fairy tale domain using
empirical values. Move actions do not count towards the
excitement curve. Ê(A) = 0.46

Holmes went to the station on the way to the office. John
picked up the knife at the office. John killed Holmes with the
knife at the office. Police witnessed the crime. Police picked
up the revolver at the office. Police arrested John with the
revolver at the office.

Figure 9: Generated story in the detective domain using
the original algorithm. Ê(A) = 0.02

John went to the village on the way to the office. John
picked up the money at the office. Police went to the vil-
lage. Holmes picked up the game at the house. John picked
up the knife at the office. Police picked up the revolver at
the village. Holmes went to the village on the way to the of-
fice. When suddenly, an earthquake struck house! But luck-
ily, there was nobody there. Holmes stole John’s money. John
killed Holmes with the knife at the office. John went to the
station. Police went to the station on the way to the street.
Police went to the station. Police arrested John with the re-
volver at the station.

Figure 10: Generated story in the detective domain using
conjectural values, and counting move actions toward
the excitement curve. Ê(A) = 0.03

Police went to the station. John picked up the money at the
office. Police picked up the revolver at the station. Holmes
picked up the game at the house. John picked up the knife
at the office. Holmes went to the street on the way to the
village. John went to the village. Holmes stole John’s money.
John got his money back from Holmes. John killed Holmes
with the knife at the village. When suddenly, an earthquake
struck street! But luckily, there was nobody there. John and
Holmes played together with game. John went to the station.
Police arrested John with the revolver at the station.

Figure 11: Generated story in the detective domain using
conjectural values. Move actions do not count towards
the excitement curve. Ê(A) = 0.06

Police went to the village. Police picked up the revolver at
the village. John went to the station. Holmes went to the of-
fice. Police went to the house. Holmes picked up knife and
money at the office. Police went to the office. John went to
the office. John stole Holmes’s money. Holmes killed John
with the knife at the office Police witnessed the crime Police
arrested Holmes with the revolver at the office.

Figure 12: Generated story in the detective domain using
empirical values. Move actions do not count towards the
excitement curve. Ê(A) = 0.27

7 Interpretation
These stories were not formally evaluated, making it dif-
ficult to make strong claims about the effects of the vari-
ous ways we incorporated excitement. In general, though,
adding the excitement curve produced noticeable changes in
the detective domain, with characters becoming more mo-
bile, stories becoming longer, and steal actions becoming
more likely. However, the fairy tale domain was not notice-
ably affected by the introduction of the Excitement heuris-
tic. In general, discounting move actions and using the curve
from the human-generated stories did not have a noticeably
large impact on stories generated in either domain. Using
the empirical curve did increase Ê(A) values in the detec-
tive domain, but stories looked similar to those generated
using the conjectural curve. This may be an indication that
using the user curve produces subtle benefits that are not im-
mediately obvious.

There are several factors that I believe contributed to these
results. First, the Goals Achieved heuristic has a dispropor-
tionately large impact on the stories that are generated. Our
domains had relatively small numbers of goals, which meant
each goal became very important. For example, in the de-
tective domain we used, there were only two goals defined,
meaning that a story that only achieved one goal would auto-
matically have a maximum possible value of only .5, even if
everything else was perfect. This strongly incentivizes com-
pletion of all goals, and helps explain why changing the tar-
get excitement curve had little impact. The user excitement
curve penalized very exciting actions like killing or falling in
love, but if those actions were designated as goals, the bene-
fit of including them greatly outweighed the cost. It may be
possible to easily resolve this issue in future work by reduc-
ing the weight of the Goals Achieved heuristic.

Second, the original algorithm already generated stories
with dramatic arcs, to a certain extent. We generally want
high excitement actions like killing to occur towards the end
of a story. However, many actions with high excitement val-
ues already occur towards the end of stories, because they
have prerequisite actions that must occur before they are be-
lievable or possible. For instance, killing has a higher be-
lievability if someone is angry, which requires that they have
been stolen from, which requires them to have picked up an
item. Our excitement metric may enforce this structure more
explicitly, but the original stories were often close enough to
a satisfying dramatic arc that the change was not significant.



We could test this by redefining Actions to be possible with
less restrictive conditions (e.g., killing no longer requires an
item), removing contextual believability modifiers, and then
re-evaluating stories with and without excitement curves.

8 Limitations and Future Work
First, our user study was somewhat small. Only having 17
stories makes extracting useful aggregate data somewhat
challenging. Had the survey sample been larger, it might
have been possible to learn more useful ei, ec, er, and p
values, or see stories clustering around certain structures.

Perhaps most significantly, there was no formal evalua-
tion of generated stories. While critical to the MCTS algo-
rithm, the story score value does not necessarily measure
how ”good” a story is to a human reader. Some results were
observable simply by inspecting generated stories, but those
judgements are extremely subjective. It would be much bet-
ter to define a few axes to measure stories on, create a survey
that asks participants to rate generated stories on those axes,
and see if more data-driven conclusions could be drawn from
the results. These results would be less subjective, and might
allow for the observation of subtle differences between sto-
ries.

Third, excitement values were chosen somewhat arbitrar-
ily by the author. Again, it would be preferable to learn these
values by conducting some sort of survey.

Finally, as mentioned above, domains were somewhat
small to allow MCTS to run in reasonable time on the avail-
able hardware. Enlarging the domain space may have caused
the extra structure provided by the Excitement metric to be
more significant.

9 Conclusions
Adding the excitement curve metric improved stories in the
detective domain by increasing the prevalence of steal ac-
tions, making those stories more believable. The fairy tale
domain was not obviously affected by the addition of the
Excitement heuristic, but it is possible that more rigorous
evaluation of the resulting stories would reveal subtle differ-
ences. Any lack of obvious change is likely attributable to
the fact that the existing heuristics already provided rising
and falling action to some degree, a sign that domain heuris-
tics can implicitly provide the benefits of good dramatic arcs
if they are well-designed.
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